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Abstract The existence of global error bound for convex inclusion problems is
discussed in this paper, including pointwise global error bound and uniform global
error bound. The existence of uniform global error bound has been carefully studied
in Burke and Tseng (SIAM J. Optim. 6(2), 265–282, 1996) which unifies and extends
many existing results. Our results on the uniform global error bound (see Theorem 3.2)
generalize Theorem 9 in Burke and Tseng (1996) by weakening the constraint qual-
ification and by widening the varying range of the parameter. As an application, the
existence of global error bound for convex multifunctions is also discussed.

Keywords Error bound · Convex inclusion · Convex multifunction

1 Introduction

The study on the existence of error bound is fruitful and has been developed in various
directions by applying the theory of convex analysis and nonsmooth analysis, such as
[3,4,6,8,11,13]. In this paper, we discuss the existence of global error bound for the
solution set of the following convex inclusion problem:

Ax − b ∈ K, (1)

where A is a continuous linear mapping from a normed linear space X to R
m, b ∈ R

m

a parameter, and K ⊂ R
m is a closed convex set. The problem (1) is said to have global

error bound if there exists τb > 0 (depending on the parameter b) such that

dist(x, Sb) ≤ τb dist(Ax, K), for all x ∈ X, (2)
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where Sb := {x ∈ X : Ax − b ∈ K} is the solution set of (1) and dist denotes the
distance function induced by the norm.

In the setting of finite dimensional spaces, Hoffman [5] proved that if K is a
polyhedral convex set then (1) has global error bound. This result was extended to
infinite dimensional Banach spaces by Ioffe [7]. When K is not necessarily a polyhe-
dral set, additional assumptions are needed to ensure the existence of global error
bound. Reference [10] presented some equivalent characterizations on the existence
of global error bound in terms of the subdifferential of the distance function from
Ax − b to K. Reference [1] proved that if

A(X) + K∞ = R
m, (3)

where K∞ denotes the recession cone of K, then global error bound (2) holds uni-
formly for all points b in the relative interior of A(X) − K, that is, τb is independent
on b (see Theorem 9 therein). In this paper, we generalize Theorem 9 in Ref. [1] by
weakening the constraint qualification condition (3) and by verifying that global error
bound holds uniformly for all b ∈ A(X) − K; see Theorem 3.2. As an application, we
address the existence of global error bound for convex multifunctions.

2 Preliminaries

For a normed linear space X, we use ‖·‖ to denote the norm on X, use B to denote the
closed unit ball in X, use X∗ to denote the dual space of X, and use 〈·, ·〉 to denote the
pairing between X and X∗. For any nonempty closed convex set K ⊂ X, we denote
by σK the support function of K:

σK(x∗) := sup
x∈K

〈
x∗, x

〉
, ∀ x∗ ∈ X∗,

K− := {x∗ ∈ X∗ : σK(x∗) ≤ 0}, and K⊥ := {x∗ ∈ X∗ : 〈x∗, x〉 = 0, ∀ x ∈ K}. We use
K∞ and barr(K) to denote the recession cone and the barrier cone of K, respectively,
i.e.,

K∞ := {d ∈ X : d + K ⊂ K} and barr(K) := {x∗ ∈ X∗ : σK(x∗) < ∞}.
It is known that (K∞)− is the closure of barr(K) in the weak* topology. For any convex
function f : X → R ∪ {+∞}, we use epi f to denote the epigraph of f and use f ∗ to
denote the conjugate of f , i.e.,

epi f := {(x, r) ∈ X × R : f (x) ≤ r} and f ∗(x∗) := sup
x∈X

{〈x∗, x
〉 − f (x)}.

For any continuous linear mapping A from X to R
m, we denote by A∗: R

m → X∗ the
adjoint of A and by ker(A∗) the kernel of A∗. For each nonempty set D in a finite
dimensional space, D denotes the closure of D.

3 Error bound for convex inclusions

The following minimum norm duality theorem is well known; see [9,Theorem 5.13.1]
and [14,Theorem 3.8.2] for its proof.
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Lemma 3.1 Let K be a nonempty convex set in a normed linear space X. Then

dist(x, K) = max
‖x∗‖≤1

{〈
x∗, x

〉 − σK(x∗)
}

, for all x ∈ X.

Since every finite dimensional normed linear space is locally compact, the following
lemma is an immediate consequence of Corollary 3.4 in Ref. [2].

Lemma 3.2 Let T be a continuous linear mapping from a finite dimensional normed
linear space Z to a linear topological space and let K be a nonempty closed convex set
in Z. If ker(T) ∩ K∞ is a linear subspace of Z, then T(K) is closed.

Proposition 3.1 Suppose that A is a continuous linear mapping from a normed linear
space X to R

m, K is a closed convex set in R
m, and S := A−1(K) is nonempty. If

ker(A∗) ∩ K− is a linear subspace, then σS = A∗σK, where (A∗σK)(x∗) := inf{σK(y∗) :
A∗y∗ = x∗}.
Proof Since IS(x) = (IK ◦ A)(x), in view of Theorem 2.3.1 (ix) in Ref. [14], we obtain
that (A∗σK)∗(x) = (σK)∗(Ax) = IK(Ax) = IS(x). Since σS is the conjugate func-
tion of IS, it follows that σS is the weak* closure of A∗σK. It remains to prove that
epi(A∗σK) is weak* closed. Let B : R

m ×R → X∗ × R be a linear mapping defined by
B(y∗, r) = (A∗y∗, r). Then it is easy to prove that

B(epi σK) ⊂ epi(A∗σK) ⊂ cl∗ B(epi σK), (4)

where cl∗ denotes the weak* closure.
Now we prove that B(epi σK) is weak* closed. It can be seen that epi(σK) is a weak*

closed convex cone and hence

ker(B) ∩ (epi σK)∞ = ker(B) ∩ epi σK = (ker(A∗) × {0}) ∩ epi σK

= (ker(A∗) ∩ K−) × {0}.
Since ker(A∗) ∩ K− is a subspace, by virtue of Lemma 3.2, we obtain that B(epi σK) is
weak* closed.

It follows from (4) that epi(A∗σK) is weak* closed. ��
In what follows, some global error bound results will be proved.

Theorem 3.1 Suppose that A is a continuous linear mapping from a normed linear
space X to R

m, K is a closed convex set in R
m, and S := A−1(K) is nonempty. If

ker(A∗) ∩ barr(K) = ker(A∗) ∩ K⊥ (5)

then

dist(x, S) ≤ τ dist(Ax, K), for all x ∈ X,

where

τ := sup{‖y∗‖ : y∗ ∈ (A∗)−1(B) ∩ barr(K) ∩ T⊥} < ∞
and T := ker(A∗) ∩ K⊥.

Proof Since K⊥ ⊂ K− ⊂ barr(K),

T = ker(A∗) ∩ K⊥ ⊂ ker(A∗) ∩ K− ⊂ ker(A∗) ∩ barr(K).
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This together with (5) implies that all the inclusions are equalities, so ker(A∗) ∩ K− is
equal to T and is a linear subspace. It follows from Proposition 3.1 that

σS(x∗) = inf{σK(y∗) : A∗y∗ = x∗}.
This together with Lemma 3.1 yields that

dist(x, S) = max
‖x∗‖≤1

{〈x∗, x
〉 + sup

A∗y∗=x∗
−σK(y∗)}

= max
‖x∗‖≤1

sup
A∗y∗=x∗

{〈x∗, x
〉 − σK(y∗)}

= max
‖x∗‖≤1

sup
A∗y∗=x∗

{〈y∗, Ax
〉 − σK(y∗)}

= sup{〈y∗, Ax
〉 − σK(y∗) : y∗ ∈ (A∗)−1(B) ∩ barr(K)}

≤ sup{〈y∗, Ax
〉 − σK(y∗) : y∗ ∈ (A∗)−1(B) ∩ barr(K)}. (6)

Since the recession cone of (A∗)−1(B) ∩ barr(K) is equal to ker(A∗) ∩ barr(K) which is
the linear subspace T ≡ ker(A∗) ∩ K⊥ in view of (5), we have

(A∗)−1(B) ∩ barr(K) = (A∗)−1(B) ∩ barr(K) ∩ T⊥ + T. (7)

Since the recession cone of the set (A∗)−1(B) ∩ barr(K) ∩ T⊥ is the set ker(A∗) ∩
barr(K)∩T⊥ which is equal to T ∩T⊥ = {0}, we have the set (A∗)−1(B)∩barr(K)∩T⊥
is a bounded closed convex set. By the definition of τ , τ < ∞ and

(A∗)−1(B) ∩ barr(K) ∩ T⊥ ⊂ τB.

In view of (7),

(A∗)−1(B) ∩ barr(K) ⊂ τB + T.

It follows from (6) that

dist(x, S) ≤ sup{〈y∗, Ax
〉 − σK(y∗) : y∗ ∈ (A∗)−1(B) ∩ barr(K)}

≤ sup{〈y∗, Ax
〉 − σK(y∗) : y∗ ∈ τB + T}

= sup{〈u∗ + v∗, Ax
〉 − σK(u∗ + v∗) : u∗ ∈ τB, v∗ ∈ T}

= sup{〈u∗, Ax
〉 − σK(u∗) : u∗ ∈ τB}

= τ sup{〈u∗, Ax
〉 − σK(u∗) : u∗ ∈ B}

= τ dist(Ax, K),

where the last equality follows from Lemma 3.1. ��

Remark 3.1 In the proof of the above theorem, we show that the closed convex set
(A∗)−1(B) ∩ barr(K) ∩ T⊥ is bounded. Therefore, Corollaries 18.5.1 and 32.3.1 in
Ref. [12] imply that the supremum in the definition of τ is actually attained at some
extreme point of the set (A∗)−1(B) ∩ barr(K) ∩ T⊥.

Corollary 3.1 Theorem 3.1 holds if the condition (5) is replaced by the following one:

ker(A∗) ∩ barr(K) = ker(A∗) ∩ (K − K)⊥.
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Proof Since S = A−1(K) is nonempty, let x0 ∈ X be such that Ax0 ∈ K. Set b0 := Ax0
and K0 := K − b0. Then barr(K) = barr(K0) and (K0)

⊥ = (K − K)⊥. Hence the
condition (5) in Theorem 3.1 is satisfied with K replaced by K0. Moreover, S0 :=
A−1(K0) = S − x0 is nonempty as so is S. Taking τ as defined in Theorem 3.1 and
applying Theorem 3.1, one has

dist(y + x0, S) = dist(y, S0) ≤ τ dist(Ay, K0) = τ dist(A(y + x0), K), ∀y ∈ X.

For every x ∈ X, taking y = x − x0, we obtain that

dist(x, S) ≤ τ dist(Ax, K).

This completes the proof. ��
Theorem 3.2 Suppose that A is a continuous linear mapping from a normed linear
space X to R

m and K is a closed convex set in R
m. If

ker(A∗) ∩ barr(K) = ker(A∗) ∩ (K − K)⊥ ≡ L (8)

then for all b ∈ A(X) − K,

dist(x, Sb) ≤ γ dist(Ax − b, K) for all x ∈ X,

where Sb := A−1(K + b) and

γ := sup{‖y∗‖ : y∗ ∈ (A∗)−1(B) ∩ barr(K) ∩ L⊥} < ∞.

Proof With the set K in Corollary 3.1 replaced by K + b, the conclusion follows
immediately from Corollary 3.1. ��
Remark 3.2 In Theorem 3.2, the constant γ is independent on b.

Corollary 3.2 Besides those assumptions in Theorem 3.2, if K is a closed convex cone
and

ker(A∗) ∩ K− = ker(A∗) ∩ K⊥ (9)

then for every b ∈ A(X) − K,

dist(x, Sb) ≤ γ dist(Ax − b, K) for all x ∈ X,

where γ := sup{‖y∗‖ : y∗ ∈ (A∗)−1(B) ∩ K− ∩ L⊥} < ∞ and L = ker(A∗) ∩ K⊥.

Proof Since K is a closed convex cone, barr(K) = K− and (K − K)⊥ = K⊥. The
former implies that barr(K) = barr(K). Thus, the assumption (9) implies that (8) is
satisfied, and hence the conclusion follows from Theorem 3.2. ��

The following result is a corollary of Theorem 3.2 and improves Theorem 9 in
Ref. [1].

Corollary 3.3 Suppose that

A(X) + K∞ = R
m . (10)

Then γ := sup{‖y∗‖ : y∗ ∈ (A∗)−1(B) ∩ barr(K)} < ∞ and for all b ∈ A(X) − K,

dist(x, Sb) ≤ γ dist(Ax − b, K) for all x ∈ X. (11)
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Proof Since (K∞)− = barr(K), (10) implies that ker(A∗) ∩ barr(K) = {0}. Since (K −
K)⊥ ⊂ barr(K), it follows that

0 ∈ ker(A∗) ∩ (K − K)⊥ ⊂ ker(A∗) ∩ barr(K) = {0}.
Therefore ker(A∗) ∩ barr(K) = ker(A∗) ∩ (K − K)⊥ = {0}, i.e., (8) holds. In view of
Theorem 3.2, for all b ∈ A(X) − K,

dist(x, Sb) ≤ γ1 dist(Ax − b, K) for all x ∈ X,

where γ1 := sup{‖y∗‖ : y∗ ∈ (A∗)−1(B) ∩ barr(K)}.
Since the origin belongs to barr(K) and is an interior point of (A∗)−1(B), it follows

from Exercise 1.4 in Ref. [14] that

(A∗)−1(B) ∩ barr(K) = (A∗)−1(B) ∩ barr(K) = (A∗)−1(B) ∩ barr(K).

So γ1 := sup{‖y∗‖ : y∗ ∈ (A∗)−1(B) ∩ barr(K)}. By virtue of the continuity of the norm,
we obtain that γ = γ1. ��
Remark 3.3 The main difference between Theorem 9 in Ref. [1] and Corollary 3.3 is
that the former verified that global error bound (11) holds for those b in the relative
interior of A(X) − K, while the latter verifies (11) holds for all b ∈ A(X) − K. Under
the assumption (10), the scalar γ defined in Corollary 3.3 is equal to the scalar µ5
defined in Ref. [1, p. 281]. In fact, (10) implies that ker(A∗) ∩ barr(K) = {0}, so the set
W3 defined in Ref. [1] is equal to barr(K). This shows that γ = µ5.

We present an example to show that Theorem 9 in Ref. [1] is not applicable while
Theorem 3.2 is applicable.

Example 3.1 Let X = R
3, K := {y ∈ R

3 : y1 > 0, y1y2 ≥ 1, y3 = 0}, and A(z) is the
projector of z ∈ X onto the subspace {x ∈ R

3 : x3 = 0}. Then ker(A∗) = {y ∈ R
3 : y1 =

0 = y2}, barr(K) = {y ∈ R
3 : y1 ≤ 0, y2 ≤ 0}, and (K − K)⊥ = {y ∈ R

3 : y1 = y2 = 0}.
Therefore

ker(A∗) ∩ barr(K) = {0} × {0} × R = ker(A∗) ∩ (K − K)⊥,

that is, (8) holds and hence Theorem 3.2 is applicable.
But the conditions of Ref. [1,Theorem 9] are not satisfied, because neither K is a

polyhedral convex set nor A(X) + K∞ = R
m.

Recall that γ is the constant in the conclusion of Theorem 3.2. By calculation, if we
assume R

3 with the �2-norm, then

γ = 1 = sup
x �∈Sb

dist(x, Sb)

dist(Ax − b, K)
, for every b ∈ A(X) − K,

that is to say, in this example, γ is the smallest constant such that the conclusion of
Theorem 3.2 holds. However, it is not known whether this observation is true for
general problems.

4 Applications to convex multifunctions

Let �: R
n ⇒ R

m be a multifunction. We use Gr(�) and dom(�):= {x ∈ R
n : �(x) �= ∅}

to denote the graph and the domain of �, respectively. For each y ∈ R
m, �−1(y) :=
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{x ∈ R
n : y ∈ �(x)} denotes the preimage of y. � is said to be a closed convex mul-

tifunction if its graph Gr(�) is a closed convex subset of R
n × R

m. As suggested in
Ref. [15], �∞ is used to denote the multifunction whose graph is the recession cone
of Gr(�).

Theorem 4.1 Suppose that � : R
n ⇒ R

m is a closed convex multifunction. If x0 ∈
dom(�) and

(dom(�∞))− = (dom(�) − x0)
⊥ (12)

then there exists τ > 0 such that

dist(y, �(x0)) ≤ τ dist(x0, �−1(y)) for all y ∈ R
m . (13)

Proof Let K := Gr(�) − (x0, 0) and define A: R
m → R

n × R
m by Ay := (0, y). Then

�(x0) = A−1(K) and A∗ : R
n × R

m → R
m maps every (x∗, y∗) ∈ R

n × R
m to y∗,

because

〈
A∗(x∗, y∗), y

〉 = 〈
(x∗, y∗), Ay

〉 = 〈
(x∗, y∗), (0, y)

〉 = 〈
y∗, y

〉
, ∀ y ∈ R

m .

Therefore ker(A∗) = R
n ×{0}. We claim that ker(A∗) ∩ barr(K) = ker(A∗) ∩ K⊥, that

is,

(Rn ×{0}) ∩ barr (Gr(�) − (x0, 0)) = (Rn ×{0}) ∩ (Gr(�) − (x0, 0))⊥. (14)

Granting this, by Theorem 3.1, we have for some τ > 0,

dist(y, �(x0)) = dist(y, A−1(K)) ≤ τ dist(Ay, K) = τ dist((x0, y), Gr(�))

≤ τ dist
(
(x0, y), �−1(y) × {y}

)
= τ dist(x0, �−1(y)),

where the second inequality holds because �−1(y)×{y} ⊂ Gr(�) and where the norm
on R

n × R
m is the sum of the norm on R

n and the norm on R
m.

Now we prove that (14) holds. It suffices to prove that

(Rn ×{0}) ∩ barr(Gr(�)) ⊂ (Rn ×{0}) ∩ (Gr(�) − (x0, 0))⊥. (15)

Let (x∗, y∗) belong to the left hand side of the above expression. Then y∗ = 0 and
(x∗, 0) ∈ barr(Gr(�)). Since (Gr(�)∞)− = barr(Gr(�)), (x∗, 0) ∈ (Gr(�)∞)−. It follows
from the definition of the multifunction �∞ that (x∗, 0) ∈ (Gr(�∞))−, which implies
that x∗ ∈ (dom(�∞))−. In view of (12), x∗ ∈ (dom(�) − x0)

⊥. Therefore, for every
(x, y) ∈ Gr(�),

〈
(x∗, y∗), (x, y) − (x0, 0)

〉 = 〈
(x∗, 0), (x, y) − (x0, 0)

〉 = 〈
x∗, x − x0

〉 = 0,

i.e., (x∗, y∗) ∈ (Gr(�) − (x0, 0))⊥. This verifies (15). ��
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